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ABSTRACT
This paper investigates whether voice assistants can play a use-
ful role in the specialized work-life of the knowledge worker
(in a biology lab). It is motivated both by promising advances
in voice-input technology, and a long-standing vision in the
community to augment scientific processes with voice-based
agents. Through a reflection on our design process and a lim-
ited but fully functional prototype, Vitro, we find that scientists
wanted a voice-enabled device that acted not a lab assistant,
but lab equipment. Second, we discovered that such a device
would need to be deeply embedded in the physical and social
space in which it served scientists. Finally, we discovered that
scientists preferred a device that supported their practice of
“careful deviation” from protocols in their lab work. Through
this research, we contribute implications for the design of
voice-enabled systems in workplace settings.

Author Keywords
voice assistant; design research; conversational agent;
augmented scientific workplace

CCS Concepts
•Human-centered computing → Natural language inter-
faces; Sound-based input / output;

INTRODUCTION
Recent studies suggest that 46% of adults in the United States
use voice assistants like Siri or the Google Home [39], and
projections estimate that there will be upwards of 5 billion
assistants installed on smartphones worldwide by 2022 [42].
These systems promise boundless convenience, particularly
within “hands-busy, eyes-busy” situations [48]: with a simple
voice command, users can, in theory, control home lighting
systems, check the weather, buy goods, and so on [47, 45, 26].
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At the same time, much of this potential is unrealized: users
often treat these devices as little more than exciting toys [47].
This has led some researchers to question whether voice assis-
tants have any compelling utility in everyday life [33].

Against this backdrop, this paper investigates whether voice
assistants can play a useful role, not in the everyday life of a
household, but in the specialized work-life of the knowledge
worker. It is motivated both by promising advances in voice-
input technology (e.g. see [6]), and the long-standing vision
of the scientific community for such help. Bush’s 1945 essay,
“As we may think” [7], popularized a future vision in which
scientists freely wandered about their labs, taking notes and
documenting their observations not on paper, but through a
head-mounted camera and a dictation system. In the decades
that have followed, it has inspired many projects that use voice
to augment the scientific process (e.g. [5, 3, 16, 6]). Now that
the technology is within imminent reach, we ask: what might
it do, and how?

This paper has modest goals: it does not seek to report on
a new AI technology, nor does it purport to introduce a new
design technique or methodology. Instead, it simply asks if
(and how) human-computer interaction and design practition-
ers and researchers may take voice as a serious design material
for hands-free workplace applications. In doing so, we reflect
on our design activities and our designed artifacts, how knowl-
edge workers responded to our design choices, and design
opportunities they (and we) then identified.

We present this paper as a case study in the design of Vitro, a
voice-based assistant we created for a biology wet lab. Specif-
ically, Vitro helps highly trained biologists with culturing
cells, an exacting process for keeping cells alive in an artifi-
cial environment. Biologists follow protocols for cell culture
(much like recipes, but requiring far more precision), and Vitro
guides them through one key protocol as part of this process
for “passaging” cells, or splitting them into new plates.

In designing Vitro, we conducted a contextual inquiry process
that involved shadowing lab members for eight months, exam-
ining cell culture protocols and common errors in following
them, and reflecting on what Vitro should do. Based on this
inquiry, we designed Vitro with a limited but fully functional
set of abilities: reading out steps, helping with step timing,
and providing more information about the protocol on demand.
Because biologists would be interacting with Vitro dozens of
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times throughout the protocol, we also designed it to be con-
tinuously available without needing an invocation command
(such as “OK Google...”). Finally, we studied how five lab
scientists used Vitro in the process of cell culture.

Through this work, we discovered that first, contrary to our
initial assumptions, many scientists wanted not a lab assistant,
but lab equipment. Instead of an assistant with conversational-
ity and flexibility, they preferred equipment that was limited
and reliable. Rather than a human-like coach who helped with
cell culture, they preferred a system that merely presented
statistics on common mistakes. Second, we discovered that
such a system would need to be deeply embedded in the space
in which it served scientists. For instance, instead of an as-
sistant that told them to pipette a solution, scientists wanted
a system that told them which specific pipette to use. Third,
we discovered that scientists preferred a system that supported
their practice of “careful deviation” from protocols in their
lab work. Finally, scientists saw Vitro as belonging not to
them, but to the lab (consistent with their view of it as lab
equipment), suggesting that designers must carefully consider
that their user may not be one person, but the many people
who work in a space.

BACKGROUND AND RELATED WORK

Augmenting scientific environments
There have been several approaches to scaffolding and sup-
porting procedural tasks in the scientific workplace. Often,
these approaches are the result of new design materials such
as pen-and-touch [56], sensor-augmented environments [4]
or tabletop computing [51]. These earlier works serve as in-
spiration to our own research, and inform our own contextual
inquiry in our deployment setting.

Tabard et al. [51] suggested four requirements for augmenting
biology labs (our case setting) in particular: 1) support access
to digital resources and services, 2) support capture of exper-
imental data into digital documents, 3) support the iterative
experimentation process; and 4) handle the pervasive presence
and use of a wide range of heterogeneous artifacts.

Our work departs from this literature in that we are not reticent
in questioning these expressed constraints in our target envi-
ronment, such as the need to support capture of experimental
data into digital documents [51, 56]. In our own work, we
seek to empathize with scientific needs, but also reframe them
to uncover new design opportunities.

Just as with pen-and-touch and tabletop displays, there are
many demonstrations of how voice might support a scientific
workplace. For example, Austerjost et al. modified labora-
tory equipment to respond to voice commands, powered by
the Amazon Alexa skills kit [6]. Austerjost et al.’s assistant
demonstrated how one could take measurements and config-
ure settings on lab equipment (e.g. “set the balance to zero”
on a scale) through voice commands. Similarly, Kincaid and
Pollock created a voice assistant, Nicky, to answer highly tech-
nical, domain-specific questions about test and measurement
equipment [25]. Commercial aspirations abound as well: for
example, HelixAI, a startup company [1] is developing an app
for the Amazon Alexa ecosystem, with the goal of supporting

scientists with their lab protocols, ordering and stocking lab
materials, and helping with basic calculations, conversions, or
definition look-ups [1]. However, while these systems have
shown that certain tasks could be done, they do not focus
on which tasks must be done, and how. In short, they estab-
lish technical feasibility; the current paper examines design
opportunities.

Finally, previous work has studied the affordances of differ-
ent emergent media in augmenting scientific work, and how
they might be combined. For example, Zheng et al. com-
pared full-coverage mixed reality glasses, peripheral glasses,
a tablet, or traditional paper-based instructions for expert task
assistance to study how each modality affected users’ task per-
formance [57]. Similarly, Funk et al. compared complex task
instructions delivered via in-situ projection, a head-mounted
display, tablet, or paper, and found performance benefits for
reducing completion time and cognitive load with the projec-
tion approach [17]. Within the biology lab context, recent
research has also explored using augmented reality technology
for experimentation support. Scholl et al. designed a custom
application for Google Glass to guide users through a DNA
extraction protocol in a wet lab, combined with a wrist-worn
accelerometer device to automatically infer users’ progress
through the experiment [46]. In a similar study, Hu et al. con-
ducted a field study of Google Glass and found that using
Glass untethered experimenters from physical protocols and
provided new affordances for documentation (e.g. through
the head-mounted camera); participants found voice input to
be convenient, but struggled to interact with the Glass system
through gestures and touch-based input [21]. This preceding
work is largely complementary to our own. Unlike this work,
our focus is not on inventing new media, but in understanding
how designers might use the existing affordances of voice
assistance creatively in a scientific workplace setting.

Conversational assistance in the workplace
Prior research for conversational assistance in the workplace
has studied how the affordances of specifying tasks in natural
language (a “conversational” interface) may augment informa-
tion seeking [10, 29, 28], and reflection [53, 27].

Our research differs from this work in our focus on voice,
rather than text. The distinction of a voice versus a text “con-
versation” may seem nuanced, but is crucial; practices of read-
ing and writing are distinct from oral conversations, which
convey meaning through pauses, turn-taking and yielding, and
conversational cues [45, 52]. These affordances can qualita-
tively change the interaction: for instance, Kocielnik et al’s
work on supporting reflection with both text and voice suggests
that voice was seen as more efficient, personal, and engaging,
even as text allowed for more considered responses and deeper
cognition [27].

Designing with voice
Companies such as Amazon and Google have created devel-
oper toolkits and guidelines for practitioners to develop voice
based interactions (e.g. [19]). These design guidelines gen-
erally suggest how particular conversations may be designed
(e.g. suggesting that voice assistants should abide by Grice’s
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Maxims [20]). However, as a recent literature review by Mu-
rad et al. noted, voice interfaces currently lack the sorts of best
practices and design principles that have informed the design
of GUIs for the past several decades [37]; while heuristics
such as recognition over recall and supporting user freedom
may transfer, the authors argue that voice interfaces require
their own set of design principles because other heuristics and
needs may be unique to voice [37]. While these resources offer
a starting point for best practices, they do not guide designers
about what workplace actions might best be supported with
voice.

Recent research in how people use voice interfaces suggest
opportunities for design. Interactions with voice assistants are
both through explicit conversational turn-taking, and implicit
conversational cues [52]. Furthermore, users interweave voice
commands to devices like the Amazon Echo and the interper-
sonal conversations around family events (such as dinner) [45].
This calls into question whether voice assistants are “conver-
sational” at all or simply accept commands through voice,
while embedded in an actual conversation [45]. Unfortunately,
given our specific setting (a lab environment where scientists
often work alone), we did not plan on examining design issues
arising from this embedding. Similarly, because we built our
prototype using commercial technology (Actions on Google
and Dialogflow), rather than as a Wizard-of-Oz setup we were
unable to explore implicit conversational cues.

Research-through-design and reflective practice
We present our work as a case study in a particular biology
lab in a North American research university. As a systematic
reflection on our design process and our design artifacts, we
consider it as an research-through-design process [60]. In so
doing, we consider our limited but functional prototype not as
a prediction of what future voice interfaces in the workplace
will look like, but rather as a “proposition” for a preferred
state [50].

In this process, we see our work as design-researchers as
“bricoleurs” [32], not as inventors. This motivates our choice
to use existing commercial technology, albeit in a hopefully
creative way. At the same time, we are interested in work-
ing with scientists to understand how they might use voice
assistants with their limitations in their actual work; we thus
consider our research setting as a “field” with all its inconve-
nient realities [58]. This motivates our decision to create a
functional prototype, rather than a Wizard-of-Oz design.

CASE STUDY SITE: CELL CULTURE IN A WET LAB
To study the design of voice assistance in a scientific work-
place, we partnered with a small biology research group at our
university in the United States. Specifically, we focused our
inquiry on the process of cell culture.

Performing cell culture is essential to all of this group’s work,
and to biological experimentation in general. Cell culture
refers to the process of growing cells over time in a human-
controlled environment such as a Petri dish. The research
group studies biomaterials and biomolecules for medicine
(specifically, using DNA nanostructures as biosensors and/or

drug delivery agents), and culturing cells is a task of fun-
damental importance. For example, the biomanufacture of
bio-materials such as heart tissue relies on culturing stem cells,
and exposing these cells to growth factors that lead to cell
differentiation into heart tissue (see [9, 35] for a review). Sim-
ilarly, to find medication that is personalized, cells cultured
from an individual may be exposed to particular drugs to mea-
sure drug reactions (e.g. [30]). Cell culturing is thus a daily,
long-term fixture in biology research groups like the one we
studied.

Cell culture lab work is generally performed in a “bio-hood”
to keep the cells in a sterilized environment. When in use, bio-
hoods produce a substantial amount of noise due to HEPA air
filters. Though this research group works in many lab environ-
ments, we studied in detail a “wet lab” used for culturing cells.
Physically, this lab space is small (about 8ft deep and 16ft
wide), and noisy (approximately 68 dB on average throughout
the space).

Contextual inquiry
We conducted eight months of interviews, observations, and
collaborative design sessions with the biology research group
to understand how biologists performed cell culture, and how
computational task assistance could augment their current
practices. During this time, we worked extensively with three
research assistants—RA1, RA2, and RA3 (who is also the
second author of this paper)—whose daily responsibilities in-
cluded performing cell culture to study how they developed
expertise in cell culture, and how they transferred that exper-
tise to others. One scientist held primarily responsibility for
caring for the cells at any given time (RA1 at the start of our
observation), but we witnessed two periods of transition in
which one research assistant trained the next in order to take
over the process.

The first author maintained a paper diary with shadowing
observations, and made particular note when the research
assistants stressed the importance of processes and artifacts.
She also made notes of her own reflections, both during and
between observations. Typically, these reflections tended to
focus on apparent incongruities between research assistants’
articulated and actual process. Where possible, she followed
up on these differences in our next shadowing session, and
noted their explanations. These handwritten notes were aug-
mented by pictures of the lab space and setup (when it was safe
and unobtrusive to take pictures.) For particularly expertise-
laden processes (such as thawing and re-plating cells), we
recorded video with a smartphone. We periodically synthe-
sized our observations, and verified them with the biology
research team.

On synthesis, our observations led to three recurring themes:
centrality of protocols, training through apprenticeship, and
careful deviation.

Cell protocols: Crucial sources of truth
Protocols provide a step-by-step explanation of a scientific
process. They are intended to be both a statement of intent
(“how should these cells be handled?”) and a repository of
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collective knowledge. The cell culture protocols in the ob-
served lab were printed instructions consisting of a series of
steps, with branching instructions based on what technicians
observed in their cell cultures. For example, protocols would
mention procedures for checking the “confluency” of cells
(how densely packed the cells were on the plate) and choosing
to either re-plate the cells in new media, split the cells into
multiple plates, or wait for the cells to continue growing as-is.

Training through apprenticeship
Training in the lab environment followed an apprenticeship
model. The two transition periods that we witnessed in which
one research assistant trained another on how to conduct cell
culture involved a scaffolded process over three or more ses-
sions. Research assistants were apprenticed regardless of
whether they had done cell culture before, and were taught
the specific cell protocol the lab used. Apprenticeships start-
ing with shadowing, and moved to culturing with supervision,
and culturing with limited supervision. This apprenticeship
model was put in place to capture tacit knowledge, and to limit
protocol drift (below).

Careful deviation
Lab members described studying protocols before starting on a
new one; they would look over each step to identify any terms
or techniques that were unfamiliar to seek clarification. Others
described mentally walking through the procedure to optimize
their time by seeing if any steps could be handled in parallel
(e.g. labeling new materials during a waiting step). With
practice, lab members said, they internalized steps so they
rarely (if ever) consulted the paper protocol. This process of
study suggested our participants were methodical and careful.

Inexact protocols: In theory, protocols spelled out procedures
in enough detail that another scientist could replicate it and
yield the same results [31]. In practice, however, protocols
often fell far short of this ideal. One scientist told us how they
once paused mid-experiment to make a phone call to a labmate
who had previously “owned” a protocol for clarification.

We also observed a phenomenon which the research assistants
called “protocol drift,” which is a common occurrence in labs
and a frequent reason for non-replicability of results. For
example, RA1 had performed cell culture almost daily for
several years, and had their process fully internalized. As they
transitioned away from the lab, it became apparent that over
time RA1 had developed tips, tricks, and modifications that
had never been documented because there was no immediate
need to do so. As a result, the paper version of the protocol
had fallen significantly out of date with current practice.

Inexact practice: When RA1 departed from the lab, the lab
had to quickly train another member of the group to care for
cells RA1 had previously “owned”. It then became clear that
confluency, despite playing a critical role in determining what
action the scientists took on their cells, was “eyeballed” rather
than precisely measured. Eyeballing allowed RA1 to develop
a tacit knowledge of when cells were overly confluent [44]
(and needed to be “passaged,” or split into a new flask). How-
ever, eyeballed estimates within the group varied, with the
PI and the newly hired technician differing by approximately

25% – a range large enough that they might take different
actions. As each lab member became proficient with the proto-
col, they developed their own tacit understanding of what was
“confluent enough.” Similarly, lab members played around
with other parameters of the protocol, such as the speed and
time to centrifuge a batch of cells, largely based on their tacit
knowledge. Often, these tweaks to the protocol were an effort
to troubleshoot when cells failed to grow as expected, or to
compensate for under-specified details in the written steps.

Taken together, the inexact protocols and practice lead us to
think that scientists engaged in a kind of careful deviation.
While some decisions may have changed how cells grow in
unpredictable ways, the scientists knew most adjustments they
made would be harmless.

REFLECTIONS ON LAB ACTIONS
Based on our synthesized observations, we reflect on the prac-
tice of cell culture and how it may be augmented with voice
assistance. Note that as with all research-through-design, these
reflections are not “scientific findings” of the world-as-it-is,
but rather proposals of what preferred futures might be [58].

First, given the centrality of cell protocols to lab practice, we
hypothesize that voice assistance might successfully focus
on protocols too. This, already, is a departure from current
approaches, as protocols are not atomic actions like “Stop
playing music,” but lengthy lists of related actions, none of
which are meaningful by themselves. Nor are they simply
recipes, but complex branching instructions that rely on sci-
entists’ tacit expertise. For instance, protocols may specify
different courses of action depending on how long cells have
remained in the same confluent state.

Second, the careful sloppiness of lab work suggests that captur-
ing experimental data digitally is neither central, nor perhaps
always feasible (at least in our study setting). Most deviations
from the protocol are harmless, and requiring scientists to
document every difference may be unnecessary. Furthermore,
given the degree of tacit expertise and action, it may not even
be possible to document this exactly (e.g. consider the case of
estimating confluence.) Indeed, voice assistance may leverage
the opportunity that some careful deviation may be acceptable,
as long as it does not lead to protocol drift.

Third, the complexity of the cell protocols suggests that a
purely auditory output would be insufficient. Together, we
used these reflections to prototype Vitro, described next.

VITRO: A VOICE-BASED LAB ASSISTANT FOR CELL
CULTURE
Given the apprentice model of training we saw in the lab,
we created Vitro to be an always-present, task-oriented lab
assistant, who would scaffold learning a particular protocol
just as a labmate would. The prototype went through several
design iterations based on feedback from our lab collaborators.
We describe the final iteration below.

Vitro provides users with step-by-step directions on a cell
protocol (based on cell protocol centrality). Currently, Vitro is
designed the support a cell passage protocol in culturing cells
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(informally, splitting cells into new plates to provide them
with more room to grow). To interact with Vitro, users speak
a command to the assistant (e.g. “What’s the next step?” /
“Can you repeat that?”). The primary mode of input is through
spoken English. Its output is multimodal: Vitro responds with
synthesized speech, and displays supplemental information on
a visual display.

To support “careful deviation,” we designed Vitro such that par-
ticipants could interrupt it at any time (including mid-speech),
skip to a different step in the protocol, or mark a step as com-
plete.

Given the length and complexity of cell culture protocols,
scientists would need to interact with Vitro approximately
once a minute. To reduce the friction of the interaction, we
designed Vitro to respond to any voice it detected without
a wakeword to activate the assistance. This is in contrast to
current voice assistants that have typically brief sessions of
“request/response” interactions [45], each of which must be
started with a “wakeword” (e.g. “OK Google” or “Alexa”).
The absence of a wake word or explicit trigger also makes it
possible to interrupt Vitro’s responses and cede control back
to the user immediately.

Because current commodity assistants consider the conversa-
tion “closed” if they do not receive a response within a brief
window (5 seconds for an Amazon Echo device [14], and 8 sec-
onds for the Google Home [15]), we modified the framework
we used to capture voice continuously. Vitro’s conversational
interface is built with Actions on Google, a toolkit for imple-
menting custom applications for the Google Assistant. The
Actions on Google platform handles speech recognition and
integrates with Dialogflow, which performs the backend logic
for the voice assistant. Specifically, Dialogflow maintains
a model of the conversational context, and works primarily
by slot-filling using contextual cues and sample utterances
to select an appropriate action. Once the action is selected,
Dialogflow forwards the request to our custom API, which
produces the text and supplemental information (e.g. images)
for the response. Finally, the response gets forwarded back
up the chain to Actions on Google, which produces speech
synthesis (TTS) in English with a female-sounding, Ameri-
can accent. We use Google’s Firebase product to manage the
system’s backend.

To be resilient to lab noise, we used Apple AirPod wireless
Bluetooth headphones for audio input and output, which paired
with a MacBook Pro displaying the Vitro graphical interface
at full size on a 13-inch Retina display.

We have open-sourced the code for Vitro for others to modify
and reuse at vitro.expertiseatscale.org.

Multimodal interaction
Given how noisy the lab was, and the degree of detail in the
cell passage protocol, we designed a visual display (Figure
1) to augment spoken instruction. Where possible, we used a
sparse display with bold, large text to ensure that users could
more easily read the content on screen from a distance, moti-
vated in part by the design of electronic checklists in medical
settings [54]. The bulk of the display focuses on the current

Figure 1. Vitro’s visual interface displays the step content, a checklist of
the protocol, live transcriptions of the users’ speech, and supplemental
information like a timer countdown

active step, and shows the full text of the current step, mirror-
ing Vitro’s voice responses. Vitro also occasionally displays
supplemental information along with the step text, such as im-
ages or timers. For example, if the step involves centrifuging
cells for 10 minutes, the interface will automatically show a
timer with a live countdown.

A sidebar on the lefthand side of the screen displays a checklist-
style view of the full protocol in small lettering for context.
Additionally, a small panel at the bottom of the interface dis-
plays a live-updating transcription of the user’s speech. When
the microphone is active and detects speech, the background
of the transcription panel turns blue to indicate its listening
status.

By default, voice assistant toolkits for the Google Assistant
and Amazon Alexa provide minimal flexibility for visual inter-
face design components, and instead model all conversations
around a chat-like interface with multimedia card elements. To
implement Vitro’s interface, we extracted the text and audio re-
sponses from Actions on Google and presented them through
a custom Electron desktop application built with Vue.js and
stylized with the Material design framework.

FIELD STUDY
We conducted an exploratory study of Vitro with five scientists
who were previously uninvolved with our project. The main
objectives of this study were to understand how scientists
who had not participated in our design process would use our
prototype, probe their mental models of lab voice assistants
to understand their beliefs and understanding towards voice
assistance (similar to other technology in the past [24, 22, 11]),
and to uncover further opportunities for design.

Participants: Five scientists (2 male, 3 female, average age
23) from our university participated in the study. All partici-
pants were undergraduate and graduate students affiliated with
the biology research group we collaborated with, but had not
performed cell culture on the specific type of cell line. Partici-
pants gave written, informed consent, and were compensated
$20 for their involvement in the study. All participants were
required to be familiar with at least the basics of lab technique
(e.g. how to properly use a pipette and microscope) and have
the mandated Biosafety Level 1 (BSL-1) training certification
to use the lab.

Despite their training, participants varied considerably in their
familiarity with cell culture, and with the specific procedure
involved in this study. On a pre-task survey, one participant
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indicated that were not at all familiar with cell culture, and all
others indicated they were at least moderately familiar, with a
mean prior self-identified familiarity of 2.8 on a 5-point Lik-
ert scale. Four participants self-identified as native speakers
of English; one self-identified as “moderately proficient” in
spoken English.

Study protocol
We began the study by asking participants to complete a brief
pre-task survey which asked about their familiarity with cell
culture and experience and perceptions of voice assistants and
voice-enabled devices. We also notified them that we would
be video-recording them in the lab and taking pictures, and
that they would be using a voice assistant that sent their voice
data to the cloud. We then outfitted participants with the req-
uisite safety gear (a lab coat, goggles, and nitrile gloves), and
provided them with a pair of sanitized Apple AirPod wireless
Bluetooth headphones to wear during the study (Figure 2).

After a sound check, RA3 provided a brief review of the lab’s
equipment and safety protocols. Two facilitators were present
in the room at all times: RA3, a trained cell biologist, ensured
lab safety and answered any questions that Vitro could not
address, and the first author helped with technical issues.

Once in the lab, we explained that Vitro was an experimen-
tal system that would guide the participant through the cell
culture protocol (specifically, the protocol for passaging cells)
step-by-step. We did not provide specific guidance as to what
prompts Vitro could understand, or the scope of its under-
standing, but did say that the assistant was “always listening”
for them to speak a command. We also taught them a hand
signal they could make to ask us to temporarily disable Vitro’s
microphone. A paper version of the same protocol was placed
immediately next to the biosafety cabinet (the sterile enclosure
for handling cells); participants were told they could reference
the paper copy if they wanted. We provided a paper copy to
see if participants would simply give up on Vitro at any point.
In practice, none did (perhaps because we were present in the
room).

Participants used Vitro to follow a cell passage protocol for
3T3 fibroblast cells [2]. They had up to 80 minutes to complete
the protocol. As participants interacted with Vitro, we captured
video and audio data, logged the transcriptions and interactions
through Vitro, and took written notes. After finishing the
protocol, we asked participants to complete a post-task survey,
followed by a semi-structured interview lasting approximately

Figure 2. Participants communicate with Vitro through wireless head-
phones, and can reference protocol steps and supplemental information
on a laptop screen (far right)

Figure 3. P4’s sketch of how Vitro works

15 minutes. Interviews were audio recorded and transcribed
for analysis.

Finally, to elicit participants’ mental models of how Vitro
worked, participants were told to “Draw a quick cartoon
sketch of how you think the assistant works, as if you were
explaining it to a 5-year-old.” During the interview, we asked
participants to verbally walk us through their sketch to explain
their understanding.

FINDINGS
Several themes emerged from our observations of lab sessions
and interviews with participants.

A simple piece of lab equipment
Most participants’ mental model representations of Vitro were
as flowchart-like diagrams. All drawings and explanations im-
plied that the user operates the system (similar to operating lab
equipment), directing Vitro with their voice. Two participants
focused on the physical affordances of having a voice-enabled
device within the lab environment. P4 described his sketch
(Figure 3) as follows:

This stick figure drawing is saying a person with what
appears to be a beaker and with pipettes in their hand,
looking at what they’re doing, working in the hood say-
ing “Next” and the computer telling them what the next
step is. So, it’s a way if your hands are full, and you’re
balancing two open containers or pipettes [...], you re-
ally gotta concentrate on that and you can’t really look
away [...] You can just yell "next" and it’ll tell you, or
"repeat that step" or something like that and it’ll tell you.
[...] And that I think is the most useful function of it
because sometimes your eyes have to be focused on what
you’re doing and not what you’re going to be doing. (P4)
[emphasis ours]

When participants described dependence on the assistant, they
similarly tended to credit machine-like attributes such as com-
pleteness and reliability, rather than personal attributes like
conversationality or flexibility:

The first time it started, maybe it was me not knowing
that system well enough. I think three steps down, I felt
very... very in the zone. [...] I feel like I could just depend
on it to tell me the next steps. I think that took a level
of trust in the system [...] Like when I first walked in
I was just like, “well, I don’t know if I can trust it.” [...
Only after a couple of steps] I realized that [the spoken
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protocol] was fairly concrete, it was fairly descriptive
that then I could let my guard down. (P5)

In sum, these observations suggest to us that participants saw
Vitro as lab equipment, rather than as a labmate. This ob-
servation comes with two caveats. First, not all participants
saw Vitro as equipment. With other participants, the boundary
between person and equipment seemed blurry. For instance,
P5 explicitly described Vitro as “an android” and described the
process as “like having a second person watch over you, but it
was not really a person, it was just technologically bound.”

Second, participants’ perceptions of Vitro may have been
influenced by our own actions. In particular, the name Vitro is
not a common human name (unlike e.g. Alexa), which may
have suggested a non-anthropomorphic assistant. Further, in
our experimental protocol, we were careful to refer to Vitro by
name or as “the system” rather than through personal pronouns
(e.g. he, she, they).

Overall, participants did not seem either positive or negative
about their lab-equipment metaphors. Whether or not partici-
pants saw Vitro as equipment on their own, or because of how
we as the designers referred to it, this equipment framing does
open up new design opportunities.

Designing for careful deviation
Despite our initial observation that scientists engaged in “care-
ful deviation” from protocols, Vitro supported this practice
only minimally. Our participants’ reactions seem to reiter-
ate this need, albeit couched as personalization and gathering
statistics.

For example, one participant noted how shorthanding direc-
tions might help, and suggested that users should be able to
pick important checkpoints, in effect allowing them to decide
what points in the protocol require care, and where deviation
or reduced guidance is appropriate:

[People who do these procedures every day] don’t re-
ally need very descriptive points but can be like “check
trypsin, check this.” [...] It could just be a two word
statement that you can skip through [...] or you just
have reduced checkpoints along the way. [...] The other
thing would be if you can do something to the effect of,
“Here’s the 35 point protocol. Pick and choose the ones
you would need checkpoints for.” You essentially tell it
to skip steps beforehand. (P5)

Similarly, P2 and P5 wanted statistics which might help them
better identify points where care was essential.

It would be so cool if it was learning from all the people
who were using the system. Like “95% of users get this
step wrong” (P2)

It’s nice to have something that always says, “be very
careful because it’s one of these steps that people con-
stantly miss.” (P5)

While most participants suggested changes that would better
support strategic deviation, P1, P2, and P5 also reflected how
it might help them become more strategically careful:

Figure 4. P2 gesturing to silently communicate with the expert facilita-
tor without Vitro’s intervention. The text on each picture indicates the
question implied by the gesture.

If you were able to talk to Vitro and be like [...] “Note:
cells have fully detached, appear rounded,” things like
that, that would be something we’d have to type up in our
lab notebooks. (P1)

Embeddedness in space
For all but one of the participants in the study (P5), the voice-
based steps under-specified many crucial details about the
physical lab space. For example, a step that calls for the par-
ticipant to “pipette the solution” was ambiguous because there
were three types of pipettes available in the hood. Implicitly,
all participants assumed that because Vitro was available in a
lab space, it would be fully aware of the lab equipment and
layout. Several participants expected Vitro to offer help with
specific lab equipment they were unfamiliar with:

This is because I’m a novice, but if it had [...] a heads up
if you’re about to enter the sterile environment, so a cue
that’s like “you need to wipe your hands off before you
do this step” and then another cue to say things like “Use
the motorized pipette to do it, and do you want a quick
video on how to use it?” (P2)

The pitfalls of wake-word free interaction
In the design of our prototype, based on our lab observations,
we spent substantial engineering effort on enabling a wake-
word free interaction. Unfortunately, it was almost uniformly
a poor design decision. There were several occasions in which
participants forgot the microphone was on, and Vitro unsuc-
cessfully attempted to parse a request that was meant only
for the other human research assistants in the room. Other
participants pantomimed gestures and mouthed questions to
facilitators so the system wouldn’t hear them (Figure 4).

These observations suggest that whatever the putative interac-
tional benefits that wakeword-free activation may have, they
will require the system to achieve attentional awareness: when
a user is primarily following steps through voice commands,
but may also need to communicate with others, the assistant
should be able to infer whether utterances are directed towards
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it. We also overlooked that participants might want to talk to
themselves; for example, P2 described how they might like to
engage in auditory rehearsal [52]:

I was thinking when I was doing the 20 pipettes to break
up the cell pellet [one of the protocol steps], that if I could
say out loud, ‘1, 2, 3...’ and then if someone came over
and started talking to me I could look back and say ‘Oh I
was on 4,’ and then say, ‘Ok 4, 5, 6, 7...’ (P2)

These findings, combined with our observation that voice-
based systems may be seen as equipment, rather than assistants
capable of fluent conversation [8], suggest that designers may
want to consider a low-effort activation mechanism instead.

Technical issues with voice interaction
Transcription errors were the most common issue that partic-
ipants encountered, and the most frustrating. This may be
due in part to the technical vocabulary (e.g. “confluency” or
“trypsinize”) required as part of the cell passage protocol, con-
sistent with findings from contexts such as song and artist
name recognition [49]. Participants frequently compensated
by hyperarticulating, raising their voice, or moving closer to
the screen displaying Vitro’s visual output; these strategies
have also been observed in prior work on voice user interfaces
[45, 38, 40].

Prior work has also found that voice assistants generally suffer
from low discoverability [55, 37]. Vitro was no different;
participants rarely explored Vitro’s capabilities:

I didn’t know the full range of things I could ask it. So
in my mind it was very much a “oh, they’re just going to
read me off the protocol” [...] I think it would’ve helped
to know “these are the top 3 to 5 things you can do with
it” (P1)

Privacy and possession
On average, participants in our experiment were only “mod-
erately comfortable” with how voice-enabled devices such as
Google Assistant, Siri or Cortana handle user privacy. Three
participants reported never using voice-based assistants; the
remaining two participants used them “once a week” and “sev-
eral times a day.”

Previous work by Cowan et al. has found that one of the pri-
mary reasons why people choose not to use commercial voice
assistants regularly is a concern over privacy, with specific
concerns about the voice assistant’s connection to sensitive
personal data kept on smartphones and a fear of misuse, such
as financial information, health data, and personal contact in-
formation [12]. The infrequent users in Cowan et al.’s study
also reported concerns that the assistants were “always listen-
ing” or otherwise storing and sharing their data for profit [12].

However, while participants may not have trusted current com-
mercial assistants, they expressed relatively high levels of trust
and comfort with Vitro; the average self-reported trust in Vitro
was 5.4 (“somewhat agree”) on a 7-point Likert scale. This
is likely because Vitro seemed simple relative to other voice
assistants:

Figure 5. Conducting cell culture with Vitro helped improve partici-
pants’ understanding (in purple), but had minimal effects on other mea-
sures like detecting issues with the cell culture process (in orange). Open
circles represent pre-task responses; closed circles represent post-task
responses.

I feel like in terms of Alexa and Siri, they just have a
lot stored in them, whether through the cloud or through
their hardware. Whereas I wasn’t exactly sure how much
was stored in here, and it’s probably just a very small
percentage of what something like [Alexa and Siri] would
have the capacity for. (P1)

Possession: Participants frequently suggested features that
indicated that even while the assistant helped them personally,
it did not belong to them, had little access to their personal
information, and could use their interaction data in positive
ways to help others in the workplace. P2 elaborates:

I think the difference, whether it’s true or not, mentally
what I’m thinking is, here [in the lab, with Vitro], I’m
not providing a lot of personal information, but all that
crap on my phone... you know, there’s bank accounts and
stuff, and that worries me. But if it was in a lab, and was
just like, “How many cell cultures did [name] screw up
today,” I’d be fine with that. I much more trust it in the
work setting than in personal places. (P2)

We thus believe there may be a design opportunity to create
domain-specific assistants which have only limited informa-
tion to allay general privacy concerns and design for the work
group, rather than the worker. At the same time, we note
that a device controlled by an employer may also introduce
new privacy and trust considerations. In our study, the strong
Institutional Review Board-backed guarantees of privacy and
consent may have precluded such concerns.

Other findings
Participants in our study reported higher confidence in under-
standing the steps involved in cell culture after using Vitro;
self-rated confidence scores increased by an average of 0.8
points on a 5-point Likert scale between a pre and post-task
survey (Figure 5). Other self-rated confidence measures, such
as ability to perform the steps involved, detect problems (Fig-
ure 5), and replicate the protocol remained largely the same.

Finally, all participants were able to complete the cell passage
protocol with Vitro’s support within the allotted 80 minute
timeframe, and successfully transferred cells to a new flask
as measured by cell growth over a 1 to 2 day incubation pe-
riod. However, we do not present this as evidence of Vitro’s
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effectiveness, as RA3 was present to monitor lab sessions, and
because cells may sometimes passage successfully even if the
protocol is imperfectly followed.

DISCUSSION
Workplace settings such as the biology wet lab represent a
different context for voice assistants than the home. Here, we
reflect on our findings and our design process and suggest
implications for future design work.

Studying voice in the Field
Design studies of new voice interactions have generally relied
on Wizard-of-Oz prototyping (e.g. see [52, 36]), in effect treat-
ing the setting either as a “lab” to test some predicted interac-
tive capabilities such that interactions are meticulously perfect
(or imperfect in controlled ways), or as a “showroom”, where
researchers (and participants) engage in critical design [59].
Of course, such work has enormous benefits. However, what
such an approach cannot do is engage participants in seeing
a proposed future in all its complexity, including the ways in
which proposed designs may fail unexpectedly. To our knowl-
edge, this is the first design study of voice interactions in the
field with limited yet functional prototypes.

One result of such an approach is in revealing user intentions
and metaphors [18, 43]. In our work, this resulted in partici-
pants revealing their models of the assistant as not a person,
but as lab equipment. This is in contrast to previous work
that has suggested that voice assistants (can and) should act
as a “butler” [41] in the home. We do not believe that our
research contradicts this; rather, it suggests that what might
be desirable in the home may be well be different from the
lab or office. Similarly, participants’ comfort with sharing
information with other scientists in the lab suggests that new
metaphors of possession may be important in work settings.

The challenge of embeddedness
As designers of Vitro, we unconsciously thought we were
designing an electronic labmate, similar to previous work that
tries to create an electronic butler. From this point of view,
expectations of embeddedness are somewhat surprising. After
all, scientists work in multiple labs, many of which may be
unfamiliar. We expect many designers of voice assistants have
a similar implicit view of voice assistants as human-like, with
character and personality [23].

On the other hand, if voice assistants are equipment that is
part of the lab, an expectation of embeddedness is easier to
understand. While we note in our observations that partici-
pants expected some level of embeddedness, more study is
needed to understand these expectations in detail. For instance,
might participants expect the assistant to know if supplies for
reagents were running low? What about knowing if other
equipment was broken? Addressing these expectations intelli-
gently will be an important design challenge.

Finally, it is unclear if voice is the best modality for helping
participants themselves become embedded in the social and
physical space [34]. As a result, designers may need to weigh
the trade-off between making voice assistance equipment more

deeply embedded in space while still allowing participants to
understand and use the space effectively.

Supporting careful deviation practices and multiple users
While Vitro was designed to allow some deviations from pro-
tocol (skipping steps, marking steps as complete), we initially
believed that deciding where to deviate and where to be careful
was purely a scientific decision. However, our participants’
responses suggest that what kind of protocol deviations were
acceptable is not only scientifically determined, but socially
determined as well. In particular, participants’ request for
statistics of how other users perform a step (and what their fail-
ure rate was) suggests a design opportunity to shape practice
using social information.

To use such social design, voice assistants may need to be
designed explicitly with the work group in mind. Of course,
we are not the first to suggest that designing for groups is
important for ubiquitous computing [13]. This prior work
suggests a principled approach to doing so, but designers may
need to adopt techniques to a work setting rather than the
home.

LIMITATIONS
This paper sets out to propose a possible future of voice assis-
tance in the lab. It is by no means the ideal future, or even the
only future. As with all field-based design research, our obser-
vations and reflections are our own, and other researchers may
draw other, equally valid conclusions with our same research
process [59]. Furthermore, we designed the system with our
biology collaborators, and only studied five participants in
detail during a single session of use. As such, our studies
are designed for rich qualitative accounts, not for statistically
significant results. Finally, while we study work in a biology
lab as an example of workplace support, knowledge work
and knowledge workers vary widely. Still, we hope this case
study will inform future research on how voice assistants may
support other workplaces, and in other contexts that involve
procedural tasks.

CONCLUSION
This paper is a reflection of the design process and the de-
sign artifact of a voice assistant in the context of a scientific
lab workplace. Our exploratory study suggests that scientists
desire voice assistance that offers equipment-like functional-
ity rather than human-like support, that is able to support a
practice of “careful deviation” that is both scientifically and
socially determined, and that the assistant be embedded within
its physical and social space. We acknowledge that these find-
ings are proposals of preferred futures, and there may be many
others. We also acknowledge that building such assistants
as we propose may be difficult, but our contribution is that
without these proposed designs, voice assistance is unlikely
to work meaningfully. Our next step is to build and evaluate
an assistant that does implement these ideas, and evaluate it.
An important goal in sharing our findings is to encourage a
conversation around what assistants in the workplace must do
to support workers and scientists, and how they might do so.
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